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Polynomial Trend Surface Analysis Applied
to AVHRR Images to Improve Definition of
Arctic Leads

Duane T Eppler
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FIMTSI, Department of Geology, Wichita State University

Polynomial trend surface analysis was applied to variation in lead density. Use of a best-fit criterion
three AVHRR images to determine whether regional based on a strict variance technique (such as the
trends in image radiance can be removed with least-squares method) to define the trend surface
this procedure. Results suggest that trend surface limits the effectiveness of the technique in this
techniques can be effective in removing region-scale application. Criteria that allow for data to be
variation in image radiances that are related to weighted based on their distance from the plau
uneven illumination, intermittent cloud cover, and about which they cluster are more appropriate to
variation in the surface temperaturefield. The dom- the structure of AVHRR radiance data typical of
inant effects of illumination in Channel 2 (visible) images that show sea ice. A criterion that incorpo-
data, caused by variable sun angle and proximity rates a rule system based on fuzzy logic offers an
of the scene to the terminator, can be minimized by alternative means of assessing goodness-of-fit that
removing (subtracting) the first- and second-order might prove appropriate in this application.
trend surfaces from the raw image. These low-order
surfaces also remove regional variation in the sur-
face temperature field, which leads to marginal INTRODUCTION
improvement in binary images derived from Chan- Leads are cracks in the sea ice pack, typically
nel 4 (infrared) data. Optimum results for both lear ar ha inithe se e atr t4 Channel 2 and Channel 4 data are achieved when linear in form, that initially expose sea water but
the third- and fourth-order surfaces are subtracted commonly are frozen, especially during winter
to remove local temperature and illumination months. They are among the dominant features
anomalies that occur at smaller spatial scales, pri- of the arctic sea ice pack readily observed from
marily in the vicinity of clouds. Application of space with satellite sensors. Leads are important
higher order surfaces fails to improve image qual- from a geophysical perspective for several rea-
ity. There is some indication that the topography sons. Inasmuch as sea ice forms an insulatingr-' of these higher-order surfaces in part maps regional cover over warm ocean waters, leads provide the

primary conduit through which heat exchanges
with the cold atmosphere during winter months
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initiates circulation in the mixed layer (Shaus and
Galt, 1973; Kozo, 1983) and is believed to be a
significant source of intermediate and deep water
in the oceans (Martin and Cavalieri, 1989). Fi-
nally, lead patterns reflect deformation fields and,
if studied through time-series imagery, signal - -.

changes in large scale motion of the ice pack.
Leads thus are features of geophysical significance
that are important to detect, monitor, and map.

Recent efforts to develop automated means .
of detecting and describing lead patterns have
employed Hough transform methods (Duda and
Hart, 1972; Wang and Howarth, 1989) applied to - -

AVHRR (Advanced Very High Resolution Radi-
ometer) scenes (Fetterer and Holyer, 1989; Fet-
terer et al., 1990). An essential requisite to ex- / -

tracting lead statistics using the Hough technique
is a binary image (Fig. 1), derived from the origi-
nal AVHRR scene using conventional thresh-
olding (segmentation) techniques, in which pixels Figure 1. Binary image produced by segmenting an

AVHRR Channel 4 (infrared) scene that shows sea ice,are classified as either leads or not leads based leads, and clouds. Standard level slicing techniques were
on their intensity. Individual lead elements must used to produce the binary image. Leads appear as discon-
be portrayed accurately with respect to both tinuous lines that, in general, trend from upper right to

width and continuity (or discontinuity) in these lower left across the scene. Clouds along the right edge of
the image appear black. Cloud structures manifest as arcu-

binary images if analytic methods (Hough trans- ate wind streets are evident along the edge of the cloud
form or otherwise) are to produce accurate lead mass. Lead signatures are defined poorly at the left edge
satistics, of the image, and become more continuous towards theright side of the image as the cloud mass is approached.

Implicit in the use of binary segmentation Application of the polynomial trend surface technique de-

methods is the assumption that radiances typical scribed here enhances leads and suppresses effects of
of the features of interest (leads and mature pack clouds as shown by comparison of this image with the pro-
ice in this application) are uniform across the cessed scene in Figure 10.

scene. If this requirement is not met, then the
threshold value used to classify the scene is not to model and to correct for broad-scale trends in
appropriate everywhere in the image. In such radiance observed in AVHRR images. Polynomial
case features will be defined well in some areas trend surface analysis is a numeric technique that
and not in others, as shown by the patchy, discon- can be used to construct surfaces that represent
tinuous nature of lead patterns in Figure 1. Few best-fit estimates of mean variation in the height
if any AVHRR images are characterized by radi- of a surface (Harbaugh and Merriam, 1968; Koch
ances sufficiently uniform to satisfy this require- and Link, 1980; Davis, 1986). Here we use AVHRR
ment, in large part because these scenes show image radiances to define the raw surface. In
such broad areas of the earth's surface (the principle, a polynomial surface can be constructed
AVHRR swath is 2900 km wide). Significant con- to describe broad-scale trends in radiance, for
tributors to this nonuniformity include uneven example, the change in illumination observed
surface illumination, region-scale changes in the near the terminator that separates night and day,
surface- or air-temperature field, and the presence that complicate automated classification or recog-
of thin clouds, all of which commonly vary on nition of objects in a scene. Confounding effects
broad spatial scales, and all of which confound of these unwanted artifacts, once captured in a
binary segmentation of leads using conventional polynomial surface, can be removed by subtract-
level slicing techniques. ing the trend from the original image.

The objective of work described here is to Here we report results of a pilot study de-
evaluate use of polynomial trend surface methods signed to evaluate the effectiveness of polynomial
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trend surface techniques as a means of improving A
binary segmentation of AVHRR images into lead 0

and nonlead pixels in operational applications.
Below we explain the trend surface technique and 0.
the manner in which we implement it. Following -*
this, we describe results obtained when the meth- * s •
od was applied to three AVHRR scenes. Finally A,* - a.soaJCQs 703
we discuss limitations of the technique in this N IS~
application, and possible modifications to the pro- 0 k,- ;

cedure that might improve its performance. win e

* JustLfJ, atigv8.

POLYNOMIAL TREND SURFACE ANALYSIS

Trend surface analysis is a mathematical tech- B. Distrili~ai/

nique that can be used to decompose a three- [ llabtl a

dimensional surface into a series of component A - iiand

surfaces that are defined by polynomial expan- * iDist Special

sions of increasing order. The technique has been * 0 .
applied previously as a tool in mineral and petro-
leum exploration where it has been applied to 0 60 0

analyze subsurface topography and to model re- 0

gional trends in geophysical parameters. Ex-
panded discussions of the technique, its imple- a
mentation, and representative problems to which
it has been applied are provided by Chorley and
Haggett (1965), Harbaugh and Merriam (1968), Figure 2. Two-dimensional analogs

King (1969), Chayes (1970), Doveton and Parsley to the three-dimensional data sys-
(1970), Koch and Link (1980), and Davis (1986). tems to which trend surface analysis

is applied. A) A linear regression
The two-dimensional algebraic analog to trend line is fit to data that plot in x-y co-

surface methods that define three-dimensional ordinate space as an elongate cloud.

surfaces is regression analysis. Conventional linear The regression line is fit using
least-squares minimization of the to-

regression procedures, for instance, fit a first-order tal variance in the system. B) A qua-
equation to a data cloud plotted in x-y coordinate dratic equation is used to fit data
space using a least-squares criterion (Fig. 2A). that plot nonlinearly.

Linear equations, which plot as straight lines,
provide estimates of the first-order trend of the gression analysis from two-dimensional lines to
data in two dimensions. The position of the line three-dimensional surfaces. The technique uses a
with respect to the data cloud is optimized by series of polynomial equations to define the best-
adjusting coefficients that define the slope and fit, three-dimensional surface to data points plot-
the y-axis intercept of the line until the sum of ted in x-y-z coordinate space, where x and y
squares of distances from the line to points in the define a geographic coordinate and z records the
cloud is minimized. If the shape of the data cloud radiance value at that location. A least-squares
is not linear, then a higher order equation (qua- criterion (sum-of-squares of the distance from the
dratic, cubic, and so forth) can be used to model surface to each point measured parallel to the
the data (Fig. 2B). The term order refers to the z-axis) is used commonly to determine goodness-
highest power in any term in the equation that of-fit. Goodness-of-fit is a statistic which is used
defines the best-fit curve. For example, a cubic to measure how well the mathematical surface
equation contains a variable raised to the power of describes the average trend of the data.
3; hence it is referred to as a third-order equation. The order of the polynomial that is used deter-

Trend surface analysis in effect extends re- mines both the complexity of the best-fit surface
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and the scale of variation in the data that is that represent variation in illumination, surface
modeled. Equations with terms of increasing or- temperature, or cloud cover from smaller-scale,
der describe features of successively finer scale higher-frequency features observed in the polar
and greater complexity. A first-order polynomial ice packs such as leads, fractures, ice floes, and
equation defines a surface that is a flat plane, changes in ice type. In a symbolic sense, if the
with slope inclined in the direction of the mean regional and local components of the image are
intensity gradient across the image. The second- defined as R and L, then
order surface combines this plane with a surface I= R + L, (2)
having a single flexure. The third order surface
adds flexure in two directions, and so on. As in where I is the original image and R and L each
the two-dimensional case, a best fit is achieved by are some combination of trend surfaces Z. The
adjusting coefficients of the polynomial equations. image we seek to produce, which is the image

The general form of trend surface equations that contains only the local trends, then, is defined
is shown here using the fourth-order equation (so by
called because it includes terms with variables L = I - R, (3)
raised as high as the fourth power) as an example: and is obtained by subtracting trend surfaces that

Z4 = bo + b1*x + b2*y carry the region-scale information from the radi-

+ b3*x2+ b4*x*y + bs*y 2  ances in the original image. In the present study,
we have added a constant C to the image such

+ b6*x3 + bT*x 2*y + b8 *x*Y 2 + b9*y 3  that

+ b1o*x 4 +bl I*x 3*y + b 2*x2*y2  L + C =I -R + C, (4)

" b13*X*y 3 + b14 *y 4, where C is related to the mean z-value of the

where the bi are the trend coefficients defined in image. The purpose of C is to eliminate negative
the analysis and Z4 is the height of the fourth- intensity values in the detrended image and to
order trend surface associated with image location create a scene that consists of values that fall
(x, y). Trend equations of lesser order are subsets within the same range as values in the original
of Eq. (1); equations of higher order add terms scene. As such, the value assigned to C, although
that follow the pattern of coefficients and expo- somewhat arbitrary, typically is the absolute value
nents shown above. Trend coefficients (bi) are of the smallest negative radiance in the detrended
derived by solving a series of simultaneous equa- scene.
tions defined by substituting the sequence of pixel
values in the original image and best-fitting the
two-dimensional linear regression surface to these APPLICABILITY OF THE TECHNIQUE
equations using the least-squares criterion de-
scribed previously. As is evident from Eq. (1), Trend surface analysis is applicable to data con-
calculation of higher order surfaces involves re- sisting of a coordinate position (x, y) and a mea-
duction of matrices of monotonically increasing sured value (z) that represents the height of the
size. surface at that point. In the current application,

Once the series of desired polynomial surfaces the surface is defined by image radiances (z coor-
Z, is defined, the original surface (here an image) dinates) that are mapped in a matrix row-column
can be decomposed into components of regional coordinate system (x and y coordinates) as a series
and local interest. Specific polynomial surfaces of pixels that form an image. As with standard
can be removed from the original surface defined regression techniques, we assume that we know
by the raw data by subtracting the mathematical the geographic coordinate (x, y) without error,
trend surface from the original surface, thereby and that the only significant statistical error is
creating a residual surface. For example, the re- associated with z. Images in general satisfy this
gional slope or dip of a surface can be removed requirement. Although error in the location of
by subtracting the surface defined by the best-fit the image swath on the ground can be significant
first-order polynomial surface. due to poor ephemeris data or to uncertainty in

In the application reported here we seek to the pointing direction of the sensor platform [see,
separate broad, region-scale trends in radiance e.g., Poe and Conway (1990)], the relative position
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of one pixel with respect to another remains con- utes to regional variation in scene intensity. For
stant for all practical purposes. The x-y location channels that fall in the visible band (Channels 1
of each pixel, measured with respect to the image and 2), such bias most commonly arises from
frame of reference, thus is known quite well. uneven illumination due to proximity of the scene

We also assume that the regional trend can to the terminator or to changes in sun angle across
be described by a linear function of some combi- the scene. At high latitudes where the sun angle
nation of the geographical coordinates x and y, is low, slight changes in angle produce significant
and that the relationship defining the regional changes in illumination. Bias in channels that fall
trend can be defined by a polynomial function within the infrared band (Channels 3 and 4) arises
between any two adjacent pixels. Images charac- from variation in the regional surface temperature
terized by sharp discontinuities or other features field.
not well described by polynomial functions thus Clouds represent a secondary source of bias
are inappropriate to this type of analysis. in both visible- and infrared-band images. Al-

A third assumption is that the optimal crite- though test images used -,ere selected for their
rion to use to define the ideal nth-order trend low cloud cover, they were not cloud-frc- In the
surface involves minimizing the squared devia- absence of effective cloud-screening methods that
tions of local fluctuations from the trend in the z consistently discriminate clouds from ice, how-
direction. This is a standard assumption for any ever, none of the images was processed to remove
regression technique. Results we present in sub- clouds. Inasmuch as an operational application
sequent sections suggest that, although the least of the trend surface technique would run on im-
squares criterion produces acceptable solutions ages in which clouds would be present, clouds
in this application, alternative criteria that incor- were not masked from the test images in order
porate principles of fuzzy set theory may be more to assess robustness of the method with respect
appropriate. This prospect is addressed in the to moderate cloud contamination.
Discussion section. Image 1 (Fig. 3), which shows sea ice in the

Finally, with regard to the current application, Lincoln Sea, was acquired on Channel 4 (10.3-
we assume that there exists a criterion for de- 11.3 tim, infrared) at 1553 Z on 18 March 1990.
termining the order of the surface that provides Images 2 and 3 (Figs. 4 and 5), which are coinci-
optimum enhancement of the binary image. Sev- dent, show sea ice in the Beaufort-Chukchi Sea
eral statistical tests have been employed by other region and were acquired simultaneously on
researchers in other applications. Most of these Channels 4 (Fig. 4) and 2 (0.725-1.1 jm, visible)
tests assume the usual conditions associated with (Fig. 5) at 2255 Z on 16 March 1989. All three
regression analysis, such as homoscedasticity for images are 512 x 512 pixel subsections of larger
constant variance and heteroscedasticity for chang- full-resolution AVHRR local area coverage (LAC)
ing variance. Rarely will these conditions hold for images. Image 1 was constructed by sampling
this and similar applications that concern image every pixel in every row within a 512 x 512
data. The nature of AVHRR images suggests that, pixel area and shows AVHRR LAC data at full
although there are relatively high degrees of auto- resolution. Images 2 and 3 were constructed by
correlation among groups of adjacent pixels, this sampling every other pixel on every other line
autocorrelation varies nonuniformly across the within a 1024 x 1024 pixel area and thus show
image. Without this pattern of autocorrelation, data at half resolution. This second AVHRR image
features such as fractures could not be detected. was subsampled to increase illumination bias in
Criteria that can be used to identify optimum the Channel 2 image (Image 3, Fig. 5) by includ-
surfaces in the present context are discussed in a ing a larger area within the scene.
later section. An AT-compatible personal computer op-

erating at an effective clock rate of approximately
13 MHz was used for all calculations. The present

METHODOLOGY implementation computes trend surfaces using a
subset of points derived from the raw image. A

The trend surface technique was applied to three coarse image 32 x 32 values in size is created
AVHRR images to assess the effectiveness of the by averaging pixels in adjacent 16-pixel-sqi'are
method in removing radiometric bias that contrib- neighborhoods across each 512 x 512 pixel test
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Figure 3. AVHRR Channel 4 scene used for Test Image 1 Figure 4. AVHRR Channel 4 (infrared) scene used for
(Fig. 6). The image was acquired at 1553 Z on 18 March Test Image 2 (Fig. 7). The image was acquired at 2255 Z
1990 and shows sea ice north of Greenland and Ellesmere on 16 March 1989 and shows ice in the Beaufort, Chuk-
Island. North is at the top of the image. The Lincoln Sea chi, and East Siberian Seas. North is at the lower right
and Nares Strait, which separates Greenland and Elles- corner of the image. The Alaskan coast appears at the
mere Island, appear in the lower half of the image. Clouds middle left edge, the Chukchi Peninsula (Russia) appears
obscure the upper left corner of the image. Image radi- in the upper left corner (partially shrouded in clouds), and
ances have been inverted so that thermally cold thick ice the coast of Siberia appears along the upper edge. The
appears white or light grey, and thermally warm thin ice box marks the section of the image used in this study.
in leads and in the polynya at the head of Nares Strait ap- This area was sampled at half resolution by taking every
pears dark grey or black. Box at upper right indicates sec- other pixel in every other row. Wrangel Island is just out-
tion of image used in this analysis. side the upper left corner of the box. The Anjou Islands

(from left to right Ostrov Novaya Sibir', Ostrov Faddeyev-
skiy, and the east part of Ostrov Kotel'nyy) appear above

image. (Use of neighborhoods of different size and the right corner of the box. Zhokhova and Bennett Islands
are visible within the upper right corner of the box. The

application of different weighting functions that entire scene shown here is 2048 x 2048 pixels in size.
account for distance from the cell center currently Image radiances have been inverted so that thermally cold
are being explored. These results will be reported thick ice appears white or light grey, and thermally warmare eingexplredthin ice in leads appears dark grey or black.
in a subsequent article.) The polynomial coeffi-

cients [bi, Eq. (1)], which are derived from this
smaller scene are used to construct a larger trend
surface 512 x 512 pixels in size that is then processed images (after all, enhancement of these
subtracted from the raw scene. Use of a 32-pixel- features is the objective of this exercise), we seek
square scene satisfies Nyquist sampling limits for to limit the influence they exert on the shape of
a sixth-order trend surface, the highest-order sur- trend surfaces that are computed. Their presence
face that we compute. could violate the second assumption that under-

Derivation of trend surface coefficients (bi) lies the trend surface method (discussed above)
from this smaller image rather than from the full which requires that gradients within small neigh-
scene holds two advantages. First, use of mean borhoods be gradual rather than steplike so that
values derived from small areas of the image they can be described accurately by a polynomial
subdues pixel-to-pixel effects of local features function. Second, the coarse 32 x 32 pixel image
such as leads and fractures that occur with high captures regional trends in radiance that occur
spatial frequency. Use of the coarse image has with low spatial frequency that we want to re-
two advantages in this regard. First, although we move. Trend surfaces that are computed from this
wish to preserve lead and fracture signatures in reduced image thus are less likely to be affected
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face from values in the original image on a pixel-
by-pixel basis according to Eq. (4). Finally, a binary
segmentation was performed on each detrended
scene to determine visually whether lead defini-
tion was improved by the procedure.

Binary segmentation is a function which clas-
sifies each pixel as either a lead or not a lead
based on its intensity (z coordinate) with respect
to some threshold value. If the pixel is classified
as a lead, the algorithm sets its value to 0 (black
in the image). Otherwise its value is set to 255
(white) (Fig. 1). The threshold intensity used to
segment each test image and its family of de-
trended images was chosen subjectively (on the
basis of visual analysis of segmented images) to
provide good lead definition in the detrended
products: Too high a threshold produced an abun-
dance of discontinuous lead segments and isolated
lead pixels; too low a threshold produced broad,

Figure 5. AVHRR Channel 2 (visible) scene used for Test thick leads and misclassified low-radiance pixels
Image 3 (Fig. 8). The image is the Channel 2 counterpart in background ice as lead pixels. Different thresh-
of Test Image 2 (Figs. 4 and 7) and shows the same geo-
graphic area. Refer to the Figure 4 caption for details. old values were chosen for each of the three

test images, but the same value was used for all
detrended scenes derived from a particular test

significantly by local aberrations in radiance than image.
had all pixels in the scene been used.

Second, computation time and programming
complexity are reduced significantly by using the RESULTS
32 x 32 pixel subset of points, thereby making
use of AT-compatible personal computers feasible. Figures 6, 7, and 8 show results of the trend
Because of the small, fixed size of the coarse surface analysis. Each figure consists of seven
image, acceleration techniques can be applied rows of images, one for the original image and
easily to reduce both execution speed and mem- one for each of the six trend surfaces of orders
ory requirements by significant margins. The result one through six. Each row includes three images:
is that even in the slow computing environment the trend surface on the left, the detrended image
offered by AT architecture results were obtained in the middle, and the binary segmentation of the
relatively quickly. Processing time ranged from detrended image on the right.
approximately 30 s to produce a first-order surface For display purposes raw grey levels in trend
of a 512 x 512 pixel image, to approximately 6 surface images (left column, Figs. 6, 7, and 8),
min for the sixth-order surface. From Eq. (1), which span a range of approximately 50 radiance
we expect processing time required to compute units, have been stretched to enhance contrast
higher-order surfaces to increase monotonically using a minimum-maximum range transforma-
as a function of polynomial order. tion. Pixel intensities in the stretched images,

Each of the three test images was processed in although they fall across a range of 256 intensity
raw form without prior application of transforms, levels, still only occupy approximately 50 discrete
edge enhancements, or filters that traditionally grey levels. As a result, the trend surface images
are used to improve definition of leads. First-order take on a banded appearance that portrays con-
through sixth-order trend surfaces were com- tours of the trend surface well. The number of
puted first. Then trends defined by each surface grey levels that are present in a given trend sur-
were removed from the original image simply by face image is equivalent to the range of values
subtracting values of each successive trend sur- represented by the surface. The width of a grey
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Figure 6. Trend surface analysis of the 512 x 512 pixel subsection of the Channel 4 AVHRR scene outlined in Figure 3.
The processed scene was constructed by sampling every pixel in every row of the subsection area of the original image
and so shows lead features at full spatial resolution. Processed images are arrayed in three columns and seven rows. Im-
ages in the first column show the topography of the trend surface that was removed from the original image, images in
the second column show the image after the trend surface has been removed, and images in the third column show the
image that results when a binary segmentation is applied to the detrended scene. Images in the first row show the raw
unprocessed scene, images in the second row the result of removing the first-order surface, images in the third row the
second-order surface, and so on up to the seventh row which shows the effect of removing the sixth-order surface.

step is proportional to the slope of the surface. that form hills and valleys (see especially Fig. 7,
Dark tones mark low points on the surface and sixth-order surface).
light tones highpoints. Note that the complexity of
the surface increases with increasing polynomial
order from a simple sloped plane (first-order sur-
face) to successively more complex surfaces Removal of the first- through third-order surfaces
which, in some instances, include convolutions results in improved uniformity of grey tones
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Figure 7. Trend surface analysis of a 512 x 512 pixel subsection of the Channel 4 (infrared) AVHRR scene shown in Fig-
ure 4. The processed scene was constructed by sampling every other pixel in every other row from the original image and
so shows lead features at half-resolution. See caption to Figure 6 for description of images shown here.

across the detrended image (middle column, Fig. faces are subtracted. Artifacts related to the less
6). Note especially the lighter tones e'ident with than optimum fit (optimum in a visual sense)
subtraction of each successive surface in the up- between the trend surface and broad-scale varia-
per left corner and, to a lesser extent, along the tion in radiance appear as alternating dark and
upper border and lower right border. Significant light zones that trend diagonally across the de-
visual differences are not evident between the trended image from upper left to lower right.
third- and fourth-order images; indeed, the third- Segmentation of the original image (first row,
and fourth-order trend surfaces appear to be middle column, Fig. 6) overemphasizes leads
nearly identical. Such is not the case, however, along the upper border and, to a lesser extent, in
when the fifth- and especially the sixth-order sur- the lower right quarter of the image. Leads along
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Figure 8. Trend surface analysis of a 512 x 512 pixel subsection of the Channel 2 (visible) AVHRR scene shown in Figure
5. The processed scene was constructed by sampling every other pixel in every other row from the original image and so
shows lead features at half spatial resolution. Refer to the caption for Figure 6 for further description of images shown here.

the left edge and in the lower left quarter of the no significant visual improvement over the third-
image, on the other hand, generally are underem- order segmented image, and subtraction of the
phasized as evidenced by their discontinuous fifth- and sixth-order surfaces actually degrades
character. Removal of the first-, second-, and visually the quality of the segmented image con-
third-order surfaces improves the appearance of siderably. Neither of these higher-order surfaces
leads in segmented images significantly. Lead (fifth- and sixth-order) approximates broad-scale
width is more uniform and the continuity of lead changes in radiance that we are trying to correct
elements generally is improved, particularly in particularly well. As a result, they overcorrect for
the second- and third-order segmented images. broad-scale trends, decreasing the radiance in

Subtraction of the fourth-order surface yields some areas and increasing it in others. This forces
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the width and continuity of leads observed in that have no apparent relationship to the array of
binary segmented images to vary from region to leads that is present in the scene appear in the
region. segmented image. Alternating dark and light

zones are offset across a line that runs diagonally
(Fig. across the binary image. This result clearly lacks

Image 2 g7) utility, although from a mathematical perspective

The signature of clouds, which partially obscure the result is valid insofar as the trend surface both
the surface in the right half of Image 2, produces represents the best-fit sixth-order polynomial to
image radiances that are close in value to radi- the surface defined by the raw image radiances
ances typical of leads. When the raw image is and accounts for the greatest amount of variance
segmented (Fig. 1 and Fig. 7 top row) clouds are in the scene on the basis of the least-squares
classified as leads. Lead patterns in the segmented criterion. In this case, however, the raw image
image thus either are totally obscured in the lacks features that recur at spatial frequencies
vicinity of clouds (solid black areas) or at best are that a sixth-order equation approximates well.
confounded by cloud bands (feathery patterns at This illustrates in graphic fashion one of the po-
edge of solid black areas). tential pitfalls of using trend surface blindly with-

Removal of the first- through fourth-order out assessing the validity of the solution in some
trend surfaces results in progressive improvement way, whether by visual or automated means.
in lead definition in both the detrended image
and the segmented image. Cloud signatures are
subdued, which is particularly evident in the Image 3 (Fig. 8)
segmented image, and the overall tone of the The third test image is coincident with the sec-
detrended image becomes more uniform. Lead ond, but was acquired at visible frequencies
traces in both the segmented image and the de- (Channel 2) rather than in the infrared band
trended image become clearer, especially when (Channel 4) as were Images 1 and 2. The domi-
the third- and fourth-order surfaces have been nant bias that must be removed from visible band
subtracted. Clouds, where they are thickest in the images for successful lead segmentation arises
lower right quarter of the image, continue to from uneven illumination rather than from ther-
obscure most leads, as the low number of lead mal variation. Clouds, which constitute a second-
traces observed in the segmented images sug- ary bias in Channel 2 data, affect analysis of visible
gests. images to a greater extent than infrared images

The image is not improved by removing trend because the opacity of clouds is greater at visible
surfaces of higher order (fifth- and sixth-order). frequencies.
Although subtraction of the fifth-order surface Image 3 shows clearly the effect of uneven
darkens lead traces in the central portion of the illumination caused by changes in sun angle
segmented image and makes them appear to be across the scene. The raw image darkens progres-
more continuous, spurious pixels that probably sively toward the lower right corner in the direc-
do not correspond to well-defined leads also are tion of the terminator (Fig. 8, first row). Effects
highlighted (most notably at top center). These of this falloff in radiance dominate the segmented
pixels are likely to complicate subsequent efforts image, which is essentially half white and half
to locate leads using automated methods (Fetterer black. Leads are evident along a narrow band that
and Holyer, 1989). Moreover, effects of clouds parallels the margin of the black area, but they
that previously had been eliminated along the become increasingly discontinuous with distance
right margin and in the upper left corner of the away from the margin.
image have reappeared. The feature at lower left, Subtraction of the first-order trend surface
which probably is a frozen polynya, lacks defini- from the raw image produces significant improve-
tion that was present in the previous binary im- ment (Fig. 8, second row). Bias caused by illumi-
ages (second through fourth order). nation is effectively removed. The detrended

Removing the sixth-order surface leads to a scene appears to be lighted uniformly; progressive
totally unacceptable result. The detrended image darkening toward the lower right corner of the
takes on a blotchy appearance. Broad patterns image is not evident. The corresponding seg-
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mented image shows leads distributed more uni- difficult. This despite the fact that these higher-
formly across the scene, but bias caused by clouds order surfaces represent a better mathematical
continues to obscure lead trends, particularly in and statistical estimate of total variance present
the central region of the image. in the image.

Removal of the second-, third-, and fourth- Specific test images that were used were se-
order trend surfaces reduces cloud bias signifi- lected both because they show well-developed
cantly. Although isolated, black patches remain in lead signatures and because they are relatively
the segmented image where higher cloud tops cloud-free. This bias undoubtedly affects the out-
cast shadows on the ice surface, lead trends for come of the analysis and leaves open questions
the most part are continuous and can be followed concerning general applicability of the method
across the scene. Removal of the fifth-order sur- to more typical AVHRR images in which clouds
face produces slight enhancement in leads along dominate, lead trends are less distinct, and lead
the right border of the segmented image, but width and density varies significantly across the
degrades lead definition along the left border. scene. In assessing the applicability of trend sur-
Application of the sixth-order surface results in face methods to operational use of AVHRR data
overall enhancement of cloud features at the ex- in general, two points in particular become im-
pense of lead signatures. As a result, lead traces portant. The first point concerns selection of the
are suppressed in some areas and overly enhanced optimum polynomial order to apply. The second
in others. point concerns applicability of the technique to

images in which clouds dominate or in which lead
density varies erratically across the scene.

DISCUSSION
What is the Optimum Polynomial

These results suggest that application of polyno- Order to Apply?

mial trend surface analysis to raw AVHRR images

improves definition of leads when binary segmen- The manner in which the optimum polynomial
tation procedures are applied subsequently. Lead order that best describes region-scale variation
traces are more uniform in character, show fewer in illumination or temperature is determined is
discontinuities and changes in width, and extend somewhat subjective, which presents problems if
across longer distances in binary images derived the trend analysis technique is to be implemented
from detrended scenes. In each of the three test in an operational environment. Stated differently
images, optimum results, as judged visually by from an operational perspective, how does an
these criteria, were obtained by removing trends analyst arrive at the correct polynomial order,
defined by the fourth-order surface (Figs. 6, 7, the order that produces optimum lead definition?
and 8). Further, how typical are the solutions derived

Subtraction of the first- and second-order trend here in which low-order surfaces capture regional
surfaces removes broad-scale, regional trends in bias due to illumination and intermediate-order
radiance, but these orders alone are insufficient to surfaces capture local effects of clouds?
describe variation in radiances on smaller spatial For the Channel 2 scene analyzed here (Fig.
scales typical of cloud patterns. Subtraction of the 8), the first- and second-order trend surfaces
third-order surface produces substantial improve- effectively remove broad-scale effects of variable
ment in lead definition in the segmented image illumination. We expect that these low-order sur-
where thin clouds are present. Confusion be- faces will be equally effective when applied to
tween lead trends and cloud structures generally most AVHRR Channel 1 and Channel 2 scenes.
are not resolved fully, however, unless the fourth- Illumination intensity is a function of both the
order trend surface also is applied. Even then, earth's curvature, which determines the angle at
some ambiguities remain. In all cases higher- which sunlight impinges on the earth's surface,
order trends, represented by fifth- and sixth-order and, indirectly, the thickness of atmosphere
polynomials, fit broad-scale variation in image through which sunlight must pass to reach the
radiances poorly, obscure lead trends in seg- surface. Although the magnitude of observed de-
mented images and make lead identification more viations in illumination increases with distance
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across a scene, the curvature and slope of surfaces fourth-order surface matches well the scale and
that describe these trends is anticipated to remain pattern of variation shown by intermittent clouds.
relatively constant, at least across distances typical In scenes with cloud cover similar to that shown
of AVHRR images. Change in season may alter in the test images, then, we anticipate that re-
spatial characteristics of the effect of illumination moval of the fourth-order surface will yield sig-
somewhat, but such temporal changes should re- nificant if not optimum improvement.
peat annually in a predictable manner as the Images in which clouds either cover a larger
seasonal cycle progresses. In general, then, the percentage of the scene or are arrayed in patterns
first- and second-order trend surfaces can be ex- that are described poorly by a fourth-order poly-
pected to capture broad-scale variability in radi- nomial equation may not benefit significantly from
ance attributed to illumination with a high degree removal of fourth-order trends. Test images used
of consistency. The trend surface technique thus for this study were selected because they show
represents an alternative to conventional methods well-defined lead patterns and because they are
that use orbital elements and scene geometry to relatively cloud-free. As a consequence, they do
correct for illumination bias. not represent the range of cloud conditions typical

Low-order trend surfaces also capture vari- of arctic AVHRR scenes. In some cases higher (or
ability in Channel 4 radiances that probably is lower) order surfaces might capture unwanted
related to region-scale variation in the surface trends more completely than the fourth-order sur-
temperature field. Modest improvement observed face that worked well here. Additional work is re-
in segmented versions of Figures 6 and 7 from quired to establish whether a systematic relation-
which the first-order surface has been removed ship exists between percent cloud cover, patterns
supports this contention. Surface temperature is in which clouds are arrayed, and the polynomial
not as well behaved as illumination, however, order that optimizes lead definition in segmented
and spatially dependent temperature effects that images.
occur at higher spatial frequencies will not be
removed completely by low-order surfaces.
Anomalies that mark local departures from the Canuth to eA i t m
regional temperature trend thus will persist in
the segmented product and must be removed The trend surface technique ielded promising
using higher order surfaces. Nonetheless, applica- results when applied to the small number of
tion of the first- and second-order trend surfaces scenes analyzed here. Questions remain concern-
to Channel 3 and 4 images probably will lead to ing whether the method can be applied generi-
at least limited improvement in segmented scenes cally to images that show a range of different lead
in most instances, distributions and cloud characteristics and still

With the broad-scale trends of illumination produce uniform results. Couched in slightly
and temperature removed, clouds and local tem- different terms, how do nth-order detrended im-
perature effects represent the dominant factors ages compare when one image shows few leads,
that limit clear definition of lead trends in the another shows a large number of leads evenly
segmented product. For the three scenes analyzed distributed across the scene, and a third shows
here, the third- and especially the fourth-order an intermediate number clumped in an uneven
trend surfaces consistently produce the most sig- pattern? The question is equally valid with respect
nificant improvement. It is unclear, however, to effects of variable cloud distribution.
whether the third- and fourth-order surfaces rep-
resent the best descriptors of regional scene vari- Lead Distribution
ability in other cases. The morphology of higher-order polynomial sur-

The appropriate polynomial order is function- faces is defined by the mean radiance of the image
ally related to spatial variability of radiances over increasingly shorter scales. Variation in local
across a scene and how that variability is distrib- image intensity assumes greater influence over
uted in a geographic sense. The fourth-order sur- the shape of the surface with increasing polyno-
face probably does a good job in images analyzed mial order. The dominant factor affecting image
here because spatial variability typified by the intensity at these smaller scales is the percent of
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the surface area that consists of leads or, in the surface.' Implicit in this conventional application
case of highly obscured images, clouds. We specu- of the least-squares method is the assumption that
late that trends expressed in fifth- and sixth-order all pixels in the image are of equal importance
surfaces in images that are relatively cloud-free and carry equal weight in determining the con-
may be related in some instances to local lead figuration of the trend surface. Although results
density and width, both of which contribute to presented here suggest that this method produces
variation in mean radiance measured over inter- acceptable results, the equal weight assumption
mediate distances. may not be optimum for the present application.

According to this model, valleys in higher- This is especially true when scenes with uneven
order trend surfaces mark sites in which leads lead density are analyzed. Two hypothetical exam-
cover a large fraction of the surface and peaks pies show why.
mark sites in which few leads occur. Trends so Figure 9A shows a regression line fit to a
defined by higher-order polynomials thus may series of points plotted in an x-y coordinate sys-
map, at least to some extent, regional patterns tem. Most of the data fall within an elongate
in lead density and width. Qualitative (visual) cluster, but two points plot as outliers at a signifi-
comparison between lead density and the sixth- cant distance from the main data cloud. The re-
order trend surface computed for Figure 7 sug- gression line fit to all of the data passes through
gests such a relationship. Although this in itself the central region of the main data cloud and
may be useful information in some applications, generally follows its trend. However, the two out-
it is not necessarily a desirable effect where opti- liers clearly influence the position of the regres-
mum lead enhancement is the goal, particularly sion line. It slopes more steeply than the general
if lower-order surfaces used to remove trends trend of the main data cluster, and it falls outside
in illumination and surface temperature are also of the main cluster for large and small values of
corrupted by variation in lead density. This raises x and y. Figure 9B shows a case in which data are
questions concerning the degree to which similar arrayed in two elongate clouds oriented along
information is partitioned in the same order sur- parallel trends. The regression line approximates
face when the underlying scenes differ signifi- the slope of the trend well but falls in a region
cantly in character. between the two data clouds where no data are

Although a rigorous test of the effects of scene located. In both cases (Figs. 9A and 9B), the
character on trend surface results is beyond the regression line summarizes some aspects of the
scope of this paper, the current work suggests data well, but on the whole it provides a distorted
that effects of differences between source images picture of the overall structure of the data.
can be minimized in two ways: by modifying the AVHRR images present analogous situations
conventional least-squares criterion used to define to these two-dimensional examples. We seek to
polynomial coefficients that produce the best-fit model the surface defined by radiances of the sea
surface, and by careful selection of values that ice pack by computing the trend surface that best
comprise the coarse 32 x 32 pixel image from fits the data. Ideally most of the pixels in the
which trend surfaces are derived. This work is image represent radiances of thick, mature pack
being pursued, and we outline the approach being ice (thick first-year ice and multiyear ice). Pixel
taken. values that correspond to leads lie above or below

Alternatives to the least-squares criterion: The the surface that mature ice pixels define, de-
trend surface technique applied here uses a con- pending on AVHRR channel. A best-fit criterion
ventional least-squares criterion to determine the applied in the conventional least-squares sense
best-fit surface to the image data. In statistical gives equal weight to all pixels. The topography
parlance, the least squares criterion is a strict of the trend surface fit on this basis thus is at best
variance technique. That is to say, the fit is based shifted (Fig. 9B) and at worst warped (Fig. 9C)
on the least-squares minimization of the total by the influence of lead pixels. Although the sur-
variance in the data. In practice, the best-fit sur-
face is found by minimizing the sum of squares 'Actually, as described above, a hybrid subset of points derived

of the distances from each of the data points from the image is used here. This discussion is equally valid, how-

(pixel values) in the image to the candidate trend ever, whether the full set or a subset of points is used.
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Figure 9. Two examples of data sets with structures described poor!v 1hy regression lines fit using a least-
squares criterion. A) Two outliers at distance from the main data cloud contribute a disproportionate amount
of variance to the system and deflect the regression line away from the primary data cloud. As a result, the re-
gression line poorly represents the trend displayed by the bulk of the data. B) The data are arrayed in two
separate clouds with parallel trends. The regression line represents the slope of the trend well, but falls in an
area where no data occur. C) Introduction of a steep slope to the data structure complicates interpretation of
the trend further.

face that is computed approximates trends in radi- minimized if we discard the rule that all pixels
ance of the mature ice surface, bias related to receive equal weight when the least-squares dis-
uneven illumination or to anomalies in the surface tance to the trend surface is computed. The objec-
temperature field cannot be removed completely tive here is to emphasize regions of the image
because the topography of the computed surface over which background radiances of mature ice
is confounded by secondary trends induced by are dominant and to deemphasize the contribu-
lead pixels. tion of lead pixels. We suggest two strategies for

Images in which lead density is uniform across assigning weights; the optimum solution to the
the scene probably are relatively unaffected by problem may well incorporate elements of each.
this problem. In such a case, the shape of the The first method, which is somewhat subjec-
best-fit surface should conform well to trends in tive in nature, relies on the analyst to designate
mature ice radiances, although it will be offset a those regions of the image to be used to define
constant distance toward values of lead pixels the polynomial surface. This would be done inter-
(Fig. 9B). However, lead density is unlikely to be actively using a mouse or some other cursor con-
uniform across AVHRR images. The shape of trol device to outline areas to accept. In effect,
trend surfaces computed to estimate illumination the weights within these areas would be set to
or temperature fields for most images thus will 1.0, and weights in undesirable areas would be
be distorted to mimic patterns in lead density set to 0.0. The trend surface, though calculated
(Fig. 9C), particularly for mid- to high-order poly- using radiances only from these selected areas,
nomial surfaces, which describe patterns of higher would be applied to remove trends across the
spatial frequency. Clouds compound the problem, entire image. The adavantage of this scheme is
not because their radiance is significantly differ- that the operator can monitor the process in real
ent from that of the mature ice pack, but because time, reject untenable solutions, and accept solu-
they mask leads, sometimes over broad areas, and tions that produce the best binary images. The
in effect create the appearance of nonuniform disadvantages are that it is subjective in nature,
lead density. Detrended images derived from it is relatively slow, and it cannot be automated
scenes with similar illumination and temperature completely, at least within the context of the
fields but different lead and cloud characteristics current state-of-the-art.
thus are not strictly comparable because the best- The second scheme invokes fuzzy set theory
fit criterion forces a slightly different solution in to adjust weights in an automated, predictable
each case. manner. Distances between each data point (pixel

The influence of lead and cloud pixels can be radiance) and the polynomial surface would be
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evaluated using fuzzy exponent functions (Bez- the procedure for cloud conditions that the test
dek, 1981; Bezdek et al., 1981; 1984; Full et images show. Our results might be improved and
al., 1982). The resultant fuzzy distance measures lead segmentation further enhanced if cloud cover
could be applied to assign weights to data such is taken into account. Two strategies in particular
that points located at distance from the central could be applied in this regard: a) Cloud regions
region of the data cluster would exercise limited could be masked so that surfaces are computed
influence over the shape of the surface. Additional using only those parts of the image in which
statistics such as fuzzy membership functions the ice surface is visible, and b) an improved
could also be used. These methods, which are radiometric model of regional and local variation
well established, minimize the effect of a rela- [Eq. (2)] could be developed for areas masked by
tively small number of observations that otherwise thin clouds that are not optically opaque.
account for a disproportionate amount of the total Cloud mask: Efforts to devise algorithms to
variability present in a data set. Advantages of this identify ice-covered regions that are obscured by
scheme are that the relative importance of data clouds using AVHRR data have not met with
is evaluated objectively according to a consistent success. Prospects for development of cloud masks
set of rules that take into account all of the struc- based on automated recognition of cloud-covered
tural information contained in the image, and that areas thus are poor.2 However, ongoing work asso-
the scheme can be fully automated in an expert ciated with our lead characterization effort sug-
system. gests that lead-rich areas might be identified

Derivation of the coarse 32 x 32 pixel surface: based on the unique variance structure of pixel
Effects of lead geometry can be minimized by neighborhoods in which leads occur. Lead radi-
careful selection of values that comprise the ances are significantly different from those of sur-
coarse 32 x 32 pixel surface from which polyno- rounding ice. The variance of pixels in lead-free
mial coefficients are computed. One approach is zones and in cloud-obscured zones thus is less
to examine the frequency distribution of raw pixel than the variance of pixels in zones where leads
intensities that occur within each 16 x 16 pixel occur. The variance within the 16 x 16 pixel
cell used to derive the 32 x 32 pixel surface, neighborhood used to derive the coarse 32 x 32
truncate the distribution to remove the tail that pixel image from which the trend surface is de-
includes lead pixels, and then use the mean value rived thus carries information concerning the
of remaining pixels to represent the radiance of presence or absence of leads and forms the basis
the cell. The difficulty in using this approach for a criterion for identifying regions of the image
lies in determining the threshold value used to to include in the trend surface analysis. In effect,
truncate the distribution, particularly in Channel this allows one to generate the inverse of a cloud
1 and 2 images where illumination varies mark- mask.
edly across the scene. Alternatively, the value Improved radiometric model: The model used
could be selected in a two-step procedure that here to remove undesirable trends from an image
first employs fuzzy membership statistics to dis- is additive: We treat the image as the sum of
criminate lead pixels from mature ice pixels, and regional- and local-scale trends in intensity [Eq.
then uses fuzzy distance measures to weight non- (2)]. We believe that this model is appropriate
lead pixels based on their distance (measured under most circumstances, inasmuch as effects of
here in the x-y coordinate plane) from the center both illumination and the surface temperature
of the 16-pixel-square cell. field add to background intensities observed from

space. However, thin cloud through which the ice
Cloud Characteristics surface can be seen present a different situation
Results discussed above demonstrate that the that the simple additive model fails to describe
trend surface procedure produces significant im- completely. Energy sensed by the satellite con-
provement in lead definition in segmented im-
ages, even in scenes with moderate cloud cover 2The manual, subjective method of identifying desirable re-
(Figs. 7 and 8). Nothing was done in the current gions of the image to include in the analysis, discussed in a previous
application to minimize deleterious cloud effects; paragraph on Alternatives to the least-squares criterion, though appli-

cable in a research environment, is manpower-intensive and too
in a sense, this represents a worst case test of time-consuming to implement in an operational processing scheme.
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sists of two components: upwelling energy from SUMMARY AND CONCLUSIONS
the ice surface that passes through the cloud on
its way to the sensor and downwelling energy that Polynomial trend surface analysis was applied to
is reflected upward from the cloud top to the three AVHRR images of the arctic sea ice pack.
sensor. Energy reflected from cloud tops adds to The objective of the study was to determine
energy upwelling from the surface. But energy whether polynomial trend surface analysis can be
passing upward through the cloud is attenuated applied effectively to AVHRR imagery to remove
through absorption and scattering by water vapor artifacts related to uneven illumination, regional
and cloud droplets according to some extinction changes in surface temperature, and intermittent
coefficient K. Attenuation is a multiplicative pro- cloud cover. These phenomena significantly limit
cess and, in this case at least, it alters information definition of leads in binary images that are pro-
we seek to enhance concerning the character of duced when conventional segmentation tech-
the underlying sea ice surface. niques are applied to AVHRR scenes. Accurate

The radiative model for portions of images segmentation of leads from background ice is an
tl'at include thin clouds thus is more accurately important prerequisite to certain automated lead
described by characterization procedures (Fetterer and Holyer,

1989).
I = Ri(Lj + R1) + R. (5) Two of the scenes analyzed were Channel 4

All variables here represent surfaces that can be (infrared) images (Figs. 3 and 4) and one was a
displayed as images. I is, as before, the surface Channel 2 (visible) image (Fig. 5). Polynomial
defined by intensities in the raw image [Eq. (2)], surfaces were fit to these image data using first-
R. represents a surface that embodies regional through sixth-order equations. These surfaces,
trends in the attenuation characteristics of the which embody mean variation in image intensity
cloud which vary on regional scales, Li and Ri are on regional scales, then were subtracted from the
local and regional components of intensity that original images [Eq. (4)]. Detrended images that
emanate from sea ice beneath the cloud, and R, result were subjected to binary segmentation pro-
is the surface that describes region-scale compo- cedures that classify the pixels in the scene as
nents of intensity arising solely from energy emit- either leads or mature pack ice. Results of this
ted by or reflected from the cloud. Rearranging study, obtained through visual analysis of de-
terms, we define the image that represents the trended images, lead to the following conclusions:
local component of intensity originating from the a. Trend surface techniques are effective in re-
ice surface as moving region-scale variation in image radi-

I - R,- RKRi ances that are related to uneven illumina-
= (6) tion, intermittent cloud cover, and variation

RIK in the surface temperature field (Figs. 6, 7,

Implementation of this model, though it probably and 8).
would improve results presented here, not only b. The dominant effects of illumination in
is beyond the scope of the current study but Channel 2 data, caused by variable sun
exceeds the current state-of-the-art as well. First, angle and proximity of the scene to the ter-
it requires that thin clouds be identified unambig- minator, are described well by the first- and
uously in AVHRR images of sea ice. The problem second-order trend surfaces. Subtraction of
of recognizing thick, optically opaque clouds has these surfaces from the raw AVHRR image
not yet been solved satisfactorily for images of the effectively removes illumination bias for
polar regions; thin cloud represent an even more purposes of binary segmentation applica-
difficult problem. Second, once the clouds are tions (Fig. 8). The trend surface technique
identified, solution of Eq. (6) requires that the thus offers an alternative to more conven-
attenuating characteristics of these clouds be tional methods of removing illumination bias
known. It is not clear that this information can when orbital parameters and crosstrack ge-
be derived from cloud signatures in AVHRR data. ometry are not known in sufficient detail.
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extent to which the technique is robust with
. •respect to differences in lead density, cloud cover,

l :and patterns in which clouds are distributed
across different scenes. For example, there is

" " .some indication that the topography of higher-
. . - -order surfaces (fifth- and sixth-order) in part maps

41 . .regional variation in lead density (see sixth-order
r - -, surface, Fig. 7). Ongoing work, to be reported in

" . ,.., a subsequent paper, is directed at limiting these
effects. Preliminary analysis suggests that the least-

S .. '"squares criterion, used by conventional trend sur-
I face routines to define the best-fit polynomial

... surface, does not produce optimum results in this
- - application. A criterion that allows for data to be

"weighted based on their distance from the plane
about which they cluster in three-dimensional
space is more appropriate to the structure of
AVHRR radiance data typical of images that show
sea ice, clouds, and leads. Methods that incorpo-Figure 10. Binary image of the scene shown in Figure 1 rate a rule system based on fuzzy logic offer an

with the fourth-order polynomial trend surface subtracted

from the raw image. Both binary images (Figs. 1 and 10) alternative to the least-squares method and show
were produced by segmenting the same scene using the promise in this regard.
same digital intensity threshold. Continuity of lead fea-
tures is significantly enhanced across the entire scene.
Lead structures developed around Zhokova and Bennett AVHRR imagery used in this study was supplied by Florence
Islands at upper right are now visible. Clouds, which ap- M. Fetterer of the Remote Sensing Branch (Code 321), Na-
pear as a dark mass along the right edge of Figure 1, gen- val Oceanographic and Atmospheric Research Laboratory
erally are not evident in the detrended image, although a (NOARL). W. E. F received support under a Summer Faculty
few wind streets remain at right center. Areas along the Research Fellowship awarded by the U.S. Navy-American
right margin of the image in which no leads occur proba- Society for Engineering Education Fellowship Program
bly represent areas in which thick clouds mask the sur- throuh NOARL's Basic Research Management Office (Code
face. Application of the trend surface technique has en- 114), Halcyon E. Morris, head. All other aspects of this work
hanced lead definition significantly by improving the were funded by NOARL under program element 0602435N,
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